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Ex.1: Introduction to the concept of a RV

Suppose you flip a fair coin three times independently.

1. What is the sample space?

2. What is the set identified by the event that the number of heads is exactly 2? What is its
probability?

3. Identify with X a RV that represents the number of heads in the sequence. Graph the PDF and
CDF.

4. Compute E(X), V ar(X).

5. Do you expect the average number of heads (X) in a sequence of three flips to be closer to E(X)
after you repeat the experiment 20 or 100 times? Why?

Ex.2: Moments of a discrete RV

After some years of experience, the instructor of the course in Statistics asks to meet the coordinator
of the master to present him the following PDF of X, the number of students who miss his evening
class on Fridays:

x 0 1 2 3 4 5 6 7 8 ≥ 9

f(x) 0.35 0.15 0.1 0.00 0.00 0.05 0.05 0.1 0.2 0

1. Compute the mean, the median, the mode and the standard deviation.

2. Is the distribution symmetric?

3. What is your intuition on the kurtosis of X?

The instructor then shows the PDF of Y, the number of students who miss his evening class on :

x 0 1 2 3 4 5 6 ≥ 7

f(x) 0.05 0.10 0.20 0.25 0.20 0.15 0.05 0

4. Compare the distribution with the previous one.

5. Based on this comparison, what might be the argument of the instructor?

Ex.3: Linear functions of a discrete RV

Let X be a discrete random variable with values x = 0, 1, 2 and probabilities Pr(X = 0) = 0.25,
Pr(X = 1) = 0.5, and Pr(X = 2) = 0.25, respectively.

1. Find E(X).

2. Find V ar(X).

3. Find the expected value and variance of Y = 5X + 2.
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Overview of discrete and continuous RV

RV
Discrete Continuous

Outcome finite in number (X=people) infinitely divisible (X=time)

PDF(X) Probability distribution function Probability density function

is a listing of the values
xi taken by X and the

associate prob, pi

the prob associated with any value
is zero, we can only assign positive

prob to intervals in the range X

p(xi) = Pr(X = xi)
0 ≤ p(xi) ≤ 1∑

i p(xi) = 1

∫ b
a p(x)dx = Pr(a ≤ X ≤ b)

p(x) ≥ 0∫ +∞
−∞ p(x)dx = 1

CDF(X) Cumulative distribution function Cumulative density function
P (xi) = Pr(X ≤ xi) =

∑
j<i p(xi)

p(xi) = P (xi) − P (xi−1)

P (xi) =
∫ xi

−∞ p(x)dx

p(xi) = P ′(xi)

E(X) µx =
∑

i xip(xi) µx =
∫
xp(x)dx

Var(X)
∑

i(xi − µx)2p(xi)
∫

(x− µx)2p(x)dx

Ex.4: Describe two RVs, given their joint distribution

Two discrete RVs have the following joint probability distribution:

Y
2 4 6

1 1/8 1/4 1/8
X 3 1/24 1/4 1/24

9 1/12 0 1/12

1. Find the marginal probability distribution of X.

2. Find the conditional probability distribution of X given Y=2.

3. Find the covariance of X and Y.

4. Are X and Y independent?

Ex.5: Identify the distribution of two RV

Suppose you toss two tetrahedra (regular four-sided polyhedron) independently. Let X denote the
number on the first tetrahedron and Y the larger between the numbers on the two tetrahedra.

1. Detect the joint distributions of X and Y.

2. Detect the marginal distributions of Y.

3. What do you expect about the sign of covariance? Why?
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Ex.6: Sums of random variables

The firm ’Pippo’ holds an investment portfolio consisting of two stocks A and B, with 80% of her
capital invested in A and the remaining 20% in B. Stock A has an expected return of rA = 10%
and a standard deviation of σA=15%. Stock B has an expected return of rB = 17% with a standard
deviation of B = 25%.

1. Compute the expected return on the portfolio.

2. Compute the standard deviation of the returns on the portfolio assuming that the two stocks’
returns are perfectly positively correlated, which is Corr(A,B) = 1.

3. Compute the standard deviation of the returns on the portfolio assuming that the two stocks
returns have a correlation of 0.5.

Ex. 7: Applying the Normal distribution

The length of life (in years) of a ’StatPhone’ is approximately a normal distribution N(3.1, 2.25).

1. What is the share of phones that will die within the first year?

2. What is the share of phones that will survive 4 years or more?

3. What fraction of phones will last between 1 and 3.5 years?

4. If the manufacturer adopts a warranty policy in which only 10% of the phones have to be re-
placed, what will be the length of the warranty period?

Ex. 8: Random sampling

Suppose that X1, X2 and X3 is a sample of observations from a N(µX , σ
2
X) population, with sample

average X. Suppose further that the three observations are not independent, in particular:

Cov(X1, X2) = Cov(X2, X3) = Cov(X1, X3) = 0.5σ2 (1)

1. Find E(X).

2. Find V ar(X).
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