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In this class we solve together the �rst 2 questions of last year mid-term exam that Professor Secchi
sent you. I would also like to review an additional exercise on Omitted Variable Bias, that you �nd
in the following. The data used come from the same database used in class from Wooldrige, import
this in R as
library(foreign)
wage2 <- read.dta("http://fmwww.bc.edu/ec-p/data/wooldridge/wage2.dta")

Doing a bit of exercises with the program is worth: try to rerun the code that is reported before the
results!

Ex.1: OVB

We want to test the association between wages and tenure (how many years has the person worked
by that enterprise), and our 'omitted' variable will be gender . Suppose our population model is:

log(wage)i = β0 + β1tenurei + β2femalei + ui (1)

1. Through the use of a correlation matrix identi�es the sign of the bias in γ1 of the following model.

log(wage)i = γ0 + γ1tenurei + ei (2)

A simple correlation matrix already helps us in detecting the direction of the bias when we
estimate a SRM wrt MRM.

The correlation matrix above tells us that γ1 β1.

2. Through the estimation of the two models compute the bias

The bias is equal to .
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3. What is the parameter missing to compute the bias on γ1 through the OVB formula? Which
regression do we have to run to �nd its value?
The regression we have to estimate is

femalei = α0 + α1tenurei + vi (3)

this is because note that the equation for the OVB you have in the slide reads:

E[γ̂1] = β1 + β2
Cov(tenurei, femalei)

V ar(tenurei)

= β1 + β2α1

=

4. How could we get an unbiased estimate of β1 without estimating a MRM?
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We could use the following two stages approach, �rst we estimate:

tenurei = σ0 + σ1female+ wi (4)

And we call ŵi= u_tenurefemale.hat, second we estimate

lwagei = δ0 + δ1ŵi + εi (5)

Indeed, as shown in the following results δ1=β1=

5. Compute the R2 for model (1) with the info displayed below and then compute R
2
.

The information provided gives us
∑

i(lwagei − lwage)2 = 148.3298 and
∑

i û
2
i = 117.8466,

which are SST and SSR, respectively. Then,

R2 = 1− SSR

SST
= 1− 117.8466

148.3298
= 0.2055

We can compute the R
2
as

R
2
= 1− n− 1

n− (k + 1)

SSR

SST
= 1− n− 1

n− (k + 1)
(1−R2)

where k is the total number of explanatory variables in the model (not including the constant
term), and n is the sample size, which is 526, you can compute this from the info on df.

R
2
= 1− 526− 1

526− (2 + 1)
(1− 0.2055) = 0.2025

You can compare the results obtained with those displayed in the results from R presented
before.


